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Figure 1: ThrowIO is an actuated tangible user interface that facilitates throwing and catching spatial interactions. (a) A user 
throws an object to stick to an overhanging surface where (b) two wheeled robots move on the surface to push and drop the 
thrown object (c) for the users to catch. 

ABSTRACT 
We introduce ThrowIO, a novel style of actuated tangible user in-
terface that facilitates throwing and catching spatial interaction 
powered by mobile wheeled robots on overhanging surfaces. In our 
approach, users throw and stick objects that are embedded with 
magnets to an overhanging ferromagnetic surface where wheeled 
robots can move and drop them at desired locations, allowing users 
to catch them. The thrown objects are tracked with an RGBD cam-
era system to perform closed-loop robotic manipulations. By com-
putationally facilitating throwing and catching interaction, our 
approach can be applied in many applications including kinesthetic 
learning, gaming, immersive haptic experience, ceiling storage, and 
communication. We demonstrate the applications with a proof-
of-concept system enabled by wheeled robots, ceiling hardware 
design, and software control. Overall, ThrowIO opens up novel 
spatial, dynamic, and tangible interaction for users via overhanging 
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robots, which has great potential to be integrated into our everyday 
space. 
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1 INTRODUCTION 
As computers and interactive technologies become more ubiquitous 
and accessible in our everyday environments, designing spatial 
user experience – an approach for augmenting everyday space 
with digital technology – has been of great interest in the Human-
Computer Interaction (HCI) community and the commercial User 
Interface industry [19, 31, 32, 42, 52]. Some of these examples add 
spatial haptic feedback for Mixed Reality (AR/VR) applications 
[2, 20, 44, 45, 61]. Others have sought to enable tangible interactions 
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in mid-air by levitating or suspending objects in the space [13, 29, 
40, 47]. These types of user interface technologies are developed to 
provide a sense of touch and tangibility in the 3D space. 

While many of these approaches focus on providing a sense of 
touch by controlling the position of objects in mid-air, they have 
not looked into interaction and afordance design opportunities for 
one of the common forms of spatial user interactions with tangibles: 
throwing and catching. Throwing and catching are fundamental 3D 
spatial interactions with physical objects in our daily activities [49]. 
They are natural and intuitive ways of passing and transferring ob-
jects efciently, for example, when throwing a can into a trash bin 
from a distance [65]. When learning kinesthetic motor skills, peo-
ple practice throwing and catching balls in juggling [8]. In sports 
and entertainment, players in ball sports also intensively perform 
throwing and catching, such as in basketball, baseball, handball, 
water polo, and many more [18, 30, 64]. Beyond motor skill learning, 
throwing and catching balls (or activities related to “catch”) is also 
a typical intimate activity between a parent and a child to develop 
their relationship and bonding in certain cultures [27]. Therefore, 
throwing and catching are important actions for motor skills, im-
mersive experiences, spatial interactions, entertainment, etc, which 
could all be assisted and augmented through digital technologies. 

Prior research has partially explored the development of throw-
ing and catching robots in object manipulation contexts [1, 24, 25, 
43, 46], but these systems require intrusive installations to the exist-
ing physical environment and complicated fast reaction control of 
the robots in the 3D space, and very few of them involved users in 
the spatial interactions with robots. Existing VR haptic controllers 
and devices can help users get a sense of grasp on throwing and 
catching balls while juggling in virtual reality [3, 9, 15, 26, 35]. Yet, 
most work on throwing and catching in VR lacks tangible action and 
the experience of “actually” throwing and catching objects, which 
are crucial for motor-skill learning and immersive experience. 

We present ThrowIO, an actuated tangible user interface for spa-
tial interaction that facilitates throwing and catching actions. Our 
approach allows users to throw and stick objects to an overhanging 
surface and catch them once they are dropped by mobile wheeled 
robots from the surface. ThrowIO tracks the position of a thrown 
object through a RGBD camera system and directs the robots to 
perform actions, such as pushing the object to a 2D arbitrary po-
sition on the surface and dropping it at an arbitrary timing. With 
this capability, ThrowIO opens up a wide range of applications for 
kinesthetic learning, gaming, immersive haptic experience, ceil-
ing storage, and communication. Our approach is unique in that it 
features throwing and catching “actual” objects in our living envi-
ronment. It is also relatively easy to install and control because of the 
usage of mobile robots and the straightforward installation process 
of overhanging surfaces. Additionally, it is able to be integrated into 
everyday physical spaces due to its simple installation method. 

In our paper, we frst introduce the concept and design space 
of ThrowIO, which overviews our general approach and inter-
action capability. We then discuss our implementation which is 
a proof-of-concept prototype of ThrowIO based on of-the-shelf 
wheeled robots, toio1. To demonstrate the novel interactive utility 

1https://www.sony.com/en/SonyInfo/design/stories/toio/ 

of ThrowIO, we introduce its applications developed with our pro-
totype system. We review the quantitative and qualitative results 
from a user study (� = 16) on the general usability of our proof-of-
concept prototype. We also discuss limitations and future work to 
share the challenges and opportunities of our approach with the 
HCI community. This work introduces the community to novel 
opportunities for enriching spatial interaction by incorporating 
throwing and catching actions via on-ceiling mobile robots. 

Our list of contributions includes: 
• introduction of a novel approach in facilitating vertical throw-
ing and catching powered by wheeled robots on an over-
hanging surface 

• general approach and design space of ThrowIO that overviews 
the design properties and interactivity 

• proof-of-concept implementation of ThrowIO, using of-the-
shelf toio robots and computer vision tracking 

• application demonstration of ThrowIO to be used in a wide 
range of utilities 

2 RELATED WORK 
The research contributions of ThrowIO build upon prior research 
in areas of VR haptics for throwing and catching, robotic juggling, 
swarm user interfaces, and on-ceiling robots. 

2.1 Virtually Emulating Throwing and Catching 
Interaction (VR Haptics) 

Learning complex spatial skills such as throwing and catching balls 
at a rapid pace can be difcult. Hence, many researchers in the HCI 
community are interested in investigating how to help people learn 
and acquire these spatial skills with technology [3, 5, 33, 57]. Some 
studies in the past utilized Augmented Reality (AR) to give users 
visual feedback on a thrown ball’s trajectory [17, 33]; other past 
work employed Virtual Reality (VR) with haptic controllers to help 
users learn spatial skills by emulating throwing and catching in a 
virtual environment [3, 9, 15, 26, 35]. In those VR environments, 
users can throw and catch a virtual ball at a lowered gravity with 
VR controllers. When the virtual ball drops into users’ hands, Adolf 
et al., for example, gave users a vibration from the controller’s 
haptic actuators indicating the ball’s dropping force on the palm [3]. 
However, since users are not throwing and catching any real objects 
in these VR environments, it can be difcult to learn skills (e.g., 
juggling) or be fully immersed in the physical interactions. Even 
though Pan et al. proposed an approach to integrate the physical 
action of tossing a real ball into VR with visualizations of the ball’s 
trajectory [41], the interaction of throwing and catching is still 
dependent on visualizations in a virtual space. To address these 
limitations and utilize throwing and catching in our tangible reality, 
ThrowIO ofers real-world dynamic responses in throwing and 
catching objects in our living environment. Our approach can also 
be easily augmented with digital displays to show a ball’s trajectory 
and allow users to use a physical object to interact with the virtual 
screen via throwing and catching actions. 

2.2 Robotic Juggling 
Previous work has studied ball-juggling in robotics to understand 
the motions of moving objects and movements of the human body. 

https://1https://www.sony.com/en/SonyInfo/design/stories/toio
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Most of the juggling studies that involve robots have focused on 
designing autonomous robots that can perform basic juggling move-
ments [7]. With depth camera inputs, Aboaf et al. designed a robot 
that could juggle one tennis ball by hitting it upwards with a paddle 
[1]. By using a high acceleration reinforcement learning system, 
Ploeger et al. enabled a robot to juggle two balls [43]. In those stud-
ies, humans rarely take part in the implemented juggling system 
with the robots. 

To examine the relationship between humans and juggling robots, 
Kober et al. conducted a study where a user would physically move a 
robot’s arm to hit moving objects in order to train the robot to catch 
and throw them [25]. In another study, Kober et al. built a throwing 
and catching system where human participants could juggle three 
balls with an animatronic humanoid robot [24]. Even though the 
humanoid robot has limited degrees of freedom in catching and 
throwing the ball, this research has demonstrated that humans 
and robots can spatially interact with each other by throwing and 
catching objects. 

Our confguration uniquely employs swarm robots on overhang-
ing surfaces, which minimizes the complexity of control and hard-
ware to facilitate throwing and catching interaction. We also believe 
our hardware setup (the mobile robots) is the smallest among the 
above robots, and the interaction area is technically scalable as the 
robots can locomote across a large surface. Also, in contrast to other 
robotics research, our goal is in developing spatial user interaction 
oriented to the action of throwing and catching. 

2.3 Self-propelled and Swarm User Interfaces 
Swarm robots have demonstrated the ability to collectively form 
shapes or perform tasks [12, 22, 48, 50, 53]. Recently, swarm robots 
are starting to be seen as interfaces. Swarm User Interfaces (SUIs) 
have been explored as a diferent user interface class [16, 28] build-
ing on top of the classic Tabletop TUIs [58, 59]. Researchers have 
started to demonstrate the interaction design opportunities enabled 
by self-propelled robots’ locomotion capabilities and collective op-
erations [28, 38]. The interactivity of such self-propelled interfaces 
can be further extended by docking a variety of mechanical shells 
onto the wheeled robots [38]. These add-ons can also be customized 
to change shape [56], function as fabrication components [14], ren-
der haptics for Virtual Reality objects [55], etc. SUI has also been 
understood together with the environment where it resides such 
as blending in and being actuated as needed [39]. 

Most of the prior endeavors, however, are constrained to the 
tabletop or upward-facing surfaces, which limit the types of spatial 
interaction that can occur in a larger space. In this paper, we ex-
plore the novel interaction opportunity enabled by an overhanging 
surface, in throwing and catching specifcally, with a wide range of 
applications. 

2.4 Robots on the Ceiling or on Walls 
We acknowledge prior research that developed robotic systems 
that can locomote on walls and ceilings [34]. They have employed 
diferent adhesion techniques such as aerodynamic and suction cup 
attraction [6, 51, 62, 62], elastomeric materials adhesion [36, 60], 
and ferromagnetic systems [21, 63]. Unlike previous work, our 

approach simply embeds magnets on the robot’s body to create 
adhesion to the ferromagnetic overhanging surfaces. 

More importantly, while these on-wall and on-ceiling robotics 
studies have focused on engineering locomotion techniques, they 
have not explored much in manipulating objects. Therefore, facili-
tating objects on the ceiling to move and drop is a unique direction 
we introduce in our paper. 

3 DESIGN SPACE OF THROWIO 
In this section, we introduce the basic architecture of ThrowIO and 
outline its design space as a generalizable approach for spatial user 
interaction design in “throw-and-catch” (see Figure 2). 

3.1 Basic Architecture and Core Interaction 
ThrowIO is an interactive system that facilitates throw-and-catch 
interactions for users. As illustrated in Figure 2, the generalizable ba-
sic architecture consists of (1) an overhanging surface, (2) wheeled 
robots, and (3) thrown objects. 

The core interaction of ThrowIO is in throwing and catching. 
Unlike many other VR systems that enable haptics for throwing 
and catching, our system allows for throwing and catching “actual” 
objects. When objects are thrown to the overhanging surface, it 
sticks to the surface through magnetic attraction. Then, the catching 
interaction is facilitated by the wheeled robots on the overhanging 
surface to move the object to designated positions and drop them, 
which allow the objects to be caught by the user. 

The design of the overhanging surface allows users to throw 
and catch in a vertical direction. While horizontal throwing and 
catching are not within the scope of this paper, our current design 
still allows for a range of angles and applications, as demonstrated 
later in the paper. 

3.2 Overhanging Surfaces 
The overhanging surface in ThrowIO can be set at diferent heights, 
which can be used for diferent interaction design purposes. For 
example, the heights can not only be adjusted for diferent throwing 
interactions but also be incorporated into various types of every-
day environments. With the height overhead (ceiling height), the 
design of ThrowIO could be embedded in ceiling surfaces of ev-
eryday rooms, which allows for throwing objects high above the 
head. When the surface is mounted at chest height, it could allow 
medium-height throws and catches, which may be rather suitable 
for juggling-related applications. Additionally, under-table height 
should be able to facilitate objects in an under-table situation where, 
for example, in a meeting scenario, objects can be pushed under 
the table and dropped on a person’s lap without other people in 
the meeting noticing. 

3.3 Thrown Objects 
Thrown objects would have the capability to stick to the overhang-
ing surface. For example, in our implementation, we attached small 
magnets to the objects. Thrown objects can be considered as balls 
with varying sizes from the size of a ping pong ball to the size of a 
tennis ball. Other conventional objects could be potentially used in 
ThrowIO by attaching them onto the ball such as pens and keys or 
by enclosing them with a cloth embedded with magnets to provide 
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Figure 2: An overview of the basic architecture and design space of ThrowIO. 

a variety of shapes based on the specifc scenarios. While we have 
mostly demonstrated ThrowIO with ping pong ball-sized objects, a 
variety of objects can potentially be explored. 

3.4 Graphical Augmentation 
Additionally, in our paper, we explore how we can augment the 
throwing and catching interaction combined with graphical illus-
tration. For example, when combining with a vertical display placed 
above the overhanging surface, the thrown object can be virtu-
ally transmitted to the digital space, and vice versa for dropping 
(similar to the technique explored in [39]). With overhanging projec-
tion, graphical images can be directly overlaid on the overhanging 
surface as illustrated in Figure 2. 

4 IMPLEMENTATION 
We introduce the implementation of our proof-of-concept prototype 
of ThrowIO. The implementation is based on four main compo-
nents: two toio robots with custom-designed mechanical shells, 
overhanging ferromagnetic toio mats, a thrown object, and a Mi-
crosoft Kinect v1 camera. The overall implementation is shown in 
Figure 3. In our implementation, users can toss a magnetic object 
to an overhanging ferromagnetic toio mat; the overhanging robots 
will then travel to the thrown object’s location and drop it back to 
the users. Below, we detail the implementation of each component 
ranging from the hardware design to the software control. We have 
also made our hardware design and code open-source 2. 

2https://github.com/AxLab-UofC/ThrowIO 

4.1 Hardware Design 
4.1.1 Mobile Wheeled Robots with Toio and Mechanical Shells. Our 
wheeled robots consist of toio robots (of-the-shelf mobile two-
wheeled robots, developed by Sony Interactive Entertainment 3) 
and custom-designed mechanical shells. A mechanical shell is a 
concept of add-on attachment for Actuated TUIs [37, 38], and in 
our prototype, we have designed a specifc shell for performing 
push and drop functions on the overhanging surfaces. Toio robots 
are equipped with built-in cameras on their bottom side to identify 
their locations on toio mats (micro-patterned mat, embedded with 
absolute location information 4). 

The robot design, a combination of a toio robot and a mechanical 
shell, is shown in Figure 4. The robot, overall, has 4 neodymium mag-
nets embedded (two 6 mm x 1.5 mm disk-shaped ones on the toio 
body and two 10 mm x 1.5 mm disk-shaped ones on the mechanical 
shell). These magnets allow the robot to travel on an overhanging 
ferromagnetic surface. The approach of adding a magnet to increase 
the actuation capability of the wheeled robot interface is inspired 
by prior works [23, 38]. 

As the robots serve to perform push and drop operations, we 
have designed the mechanical shells to have two sides, a prong side 
and a wedge side, which allow robots to switch between operations 
(Figure 4a). Prongs, with the diagonal fork-shaped design, can push 
thrown objects on the overhanging structure as shown in Figure 5a. 
The other side of the robot is a wedge which has a slightly angled 
scoop-like shape, and it can be used to scoop and drop thrown 

3https://www.sony.com/en/SonyInfo/design/stories/toio/
4https://toio.io/news/2020/20200423-1.html 
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Figure 3: Our implementation of ThrowIO includes an overhanging ferromagnetic toio mat, two toio-embedded robots controlled 
wirelessly by a central computer, and a thrown object whose location is tracked by a Microsoft Kinect v1 camera placed 
underneath the toio mat. 

objects when combined with another robot pushing (Figure 5b). By 
combining the push and drop capabilities, the system of ThrowIO 
can drop objects at a designated point. 

Through our iterative prototypes, we arrive at the current design 
of the mechanical shell for ThrowIO, which stably performs the 
required operations (evaluated in sections 4.4.2 & 4.4.3). 

Figure 4: The robot is designed to perform (a) push and drop 
operations, enabled by (b) a 3D-printed shell mounted on (c) 
a toio robot. 

4.1.2 Overhanging Ferromagnetic Toio Mats. As for the overhang-
ing surface, we designed a height-adjustable surface for us to easily 
prototype applications and demonstrations with diferent heights, 
as shown in Figure 6. 

Figure 5: An illustration of (a) the push operation and (b) the 
drop operation. 

This setup is made using a height-adjustable standing desk where 
the bottom side of the desk is attached to 4 (2 x 2: 84 cm x 60 cm 
dimensions) A3-sized toio mats 5. These toio mats are double-taped 
to a ferromagnetic metal plate (0.5 mm thickness). The metal mat is 
fxed underneath the table with 3D-printed mounts embedded with 
strong magnets to allow easy attachment or removal of the surface 

5https://toio.io/news/2020/20200423-1.html 
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under the table. The height of the surface can be adjusted freely 
from 70 cm to 115 cm. Depending on the application, we also put 
the entire height-adjustable standing desk on top of another table 
to prototype the application with an overhead height (see Figure 
6a). 

Figure 6: (a) In our setup, we put the height-adjustable table 
on top of a normal table where we place the Kinect camera. 
(b) The proposed height-adjustable overhanging surface is 
built by placing toio mats on a ferromagnetic metal plate 
that is overhung by custom magnetic 3D-printed structures. 

4.1.3 Thrown Object Design. After a number of iterations on the 
thrown object design, we selected a design of a 3D-printed hollow 
ball with a 4 cm diameter (see Figure 7a) to demonstrate most 
of our applications. This design is easy to be stuck, pushed, and 
dropped, compared to other thrown object prototypes with diferent 
shapes. This hollow ball has a wall thickness of 2.5 mm and weighs 
15 g. Nineteen 4 mm x 4 mm disk-shaped neodymium magnets are 
attached to circular indents that are equally spaced on the ball’s 
surface. In order to allow ThrowIO to support objects other than 
balls, we used strings to attach objects (e.g., key as in Figure 7c left) 
to our designed ball. The magnets on the ball allow it to hold up 
to 108 grams. In some of the applications, we also utilize our other 
prototype of thrown objects such as a larger-sized heart object with 
11 cm width and 5 cm thickness (see Figure 7b). 

4.2 Software Control 
The software control in the ThrowIO prototype includes (1) thrown 
object location tracking, enabled by a Kinect camera, and (2) robot 

Figure 7: (a) A 3D-printed hollow ball covered with magnets 
on its surface. (b) Objects such as a heart shape can also be 
embedded with magnets to be stuck to the surface. (c) Other 
items such as a key can be attached to the ball, which can 
also be scaled up to a larger size. 

movement control. Both are programmed in the Processing inte-
grated development environment. Our software (including tracking) 
is performed at a frame rate of 30 fps. 

4.2.1 Tracking Thrown Object. A Microsoft Kinect v1 camera, placed 
on the foor facing upward towards the overhanging toio mat (see 
Figure 6a), is used in the ThrowIO prototype to track the location of 
the thrown object, as well as the direction and speed of the thrown 
object’s trajectory. We rely on the RGB camera on Kinect to track 
the thrown object, which is a ball in our prototype. For calibration, 
we designed a manual calibration process to identify the toio mat’s 
location within the camera view and the color of the ball, using a 
cursor input. The calibration results will be saved locally and can be 
updated as needed (e.g., when the Kinect camera is moved). Based 
on the calibration information, the tracking software is able to iden-
tify the coordinate point (x, y) of the ball’s position relative to the 
toio’s coordinate (embedded in the mat). In this way, the robots can 
be driven to the position of the thrown object and perform push 
and drop operations. 

We also rely on the depth camera on Kinect to track how the ball 
is being thrown toward the overhanging surface. As soon as the 
ball enters the RGB camera (identifed with the color tracking), we 
track the depth, x, and y pixel coordinates of the thrown ball until 
it sticks and stops moving. With the travel history of the thrown 
ball (array of x, y, and z coordinate points), we can identify its 3D 
direction and velocity. These pieces of information are useful for 
visualizing a thrown object’s trajectory beyond the overhanging 
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Figure 8: The robots perform push operation and drop operation. Both operations require robots to follow four main guidelines: 
calculate prep position, travel to prep position, re-orient for push/drop, and perform push/drop. 

surface in certain applications of our implemented system (e.g., as 
in Figure 12). 

4.2.2 Movement Control for Push and Drop. The toio robots in our 
implemented system are connected through a Rust OSC bridge op-
erated on the computer 6. Once the toio robots are connected, they 
are controlled through Processing code to perform basic actions 
such as traveling and reorienting 7. 

To perform the push and drop operations (Figure 5), we devel-
oped a robot movement control algorithm that works based on the 
tracking information from the Kinect camera to manipulate the 
thrown objects. Both operations follow a general control fow order 
of four steps, which is visually illustrated in Figure 8. As shown in 
the fgure, while both operations share general control fow, push 
employs only one robot, while drop employs two robots. 

Step 1. Calculate Prep Position: The ThrowIO system knows 
the locations of both the thrown object and robots by default, due 
to the Kinect camera and toio mats. In the frst step, the system 
calculates a target location for the robot to travel to based on the 
object’s location, in preparation for the upcoming operation. 

For the push operation, the system fnds a location that is on the 
opposite side of where the thrown object will be pushed to. This 
location is a point on a sketched prep circle (5 cm radius) centered 
around the object, and the closest robot to this point would be 
assigned as the pushing robot (see the light blue sketches in Figure 
8 Push Operation). 

For the drop operation, the system will fnd two locations for the 
robots that line up with the object being the center. The two loca-
tions for dropping preparation are calculated based on an algorithm 
that allows both robots to travel to those locations without hitting 
the ball in later steps (see the light blue sketches in Figure 8 Drop 
Operation). The algorithm starts by sketching a prep circle (14 cm 
radius) at the center of the object. From the robot that is closer to 
the object (denoted as R1), we draw two lines that are tangential 
to the circle. We then fnd the tangent point (denoted as P1) that is 
further away from the other robot (denoted as R2). Finally, we fnd 
the antipodal of P1 on the circle (denoted as P2), and set R1’s prep 
position to P1 and R2’s prep position to P2. 

6https://github.com/MacTuitui/toio-osc 
7https://github.com/MacTuitui/toio_processing 

Step 2. Travel to Prep Position: Next, the system directs the 
robots to travel to the designated locations calculated from the 
previous step. In push operation, the pushing robot will travel to 
the designated location while having its prong-side facing the object. 
In drop operation, the robot will travel to the prep position assigned 
to it based on the earlier algorithm. If the thrown object is too close 
to a robot (i.e., distance is smaller than 14 cm), the robot would 
travel outwards on the line formed by the thrown object and the 
robot. Once, the robot travels outwards enough (i.e., the robot’s 
distance is larger than 14 cm), it will then travel to the prep position 
assigned by the system in Step 1. 

Step 3. Reorient for Push/Drop: In the third step, the system 
rotates the robots to use the correct side of the shell, prong-side 
or wedge-side, to face the thrown object or the pushed location. In 
push operation, the robot will rotate with the thrown object in its 
prong-side facing the pushed location. In drop operation, one robot 
will face the object with the prong-side, and the other robot will 
face it with the wedge-side. 

Step 4. Push/Drop: Finally, in the fourth step, the system com-
mands the robots to complete the push or drop operation. In push 
operation, the robot will push the object until the object arrives 
at its destination. In drop operation, both robots will converge 
onto the thrown object to drop it, with the prong-side fxating and 
wedge-side scooping. 

4.2.3 Overall Robot Movement Control. Overall, by combining the 
two primitive operations of push and drop, the system can move 
an object that is stuck to the overhanging surface and drop it at 
a designated point. The robots can also perform the operations 
at a designated timing by adding wait time fexibly. We have also 
designed these commands into abstracted functions to allow closed-
loop control from Kinect and other custom application software. 

As for the general challenge of the control, due to the robot’s 
maximum travel speed, our approach has an inevitable limitation 
for the speed that it can drop the object after the object is stuck on 
the overhanging surface. In our implemented system, the maximum 
travel speed of the robot is 24 cm/s, and the maximum time it takes 
to drop the object is approximately 5 seconds on our overhanging 
surface area (when a robot needs to travel diagonally across the 
mat). This can be further optimized by employing faster robots 

https://github.com/MacTuitui/toio-osc
https://github.com/MacTuitui/toio_processing
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or applying more robots on the surface to travel efciently and 
quickly. 

4.3 Graphical Augmentation 
As peripheral implementations to graphically augment the ThrowIO 
system, a monitor and projector are added to develop some of our 
applications. For the monitor, a 43-inch monitor (94 cm x 53 cm 
dimensions) is placed vertically above the overhanging surface 
(see Figure 12). A projector is placed in a diagonal direction below 
the overhanging surface to perform projection mapping onto the 
overhanging surface (see Figure 15). The graphical augmentation 
is created with the Processing application. 

4.4 Technical Validation 
We ran three evaluations to assess the mechanisms in sticking, push-
ing, and dropping performed in our implementation of ThrowIO. 
For all the studies, the 4 cm diameter ball was used as the thrown 
object (see Figure 7a). 

Figure 9: (a) In our evaluation setup where a slingshot mech-
anism was implemented, (b) we pulled the slingshot down at 
diferent angles and distances to vary the throwing speed. 

Figure 10: The heatmap shows the sticking performance of 
our ball prototype where each cell represents the success 
rate of a minimum of 20 trials. The optimal speed and angle 
ranges are outlined in orange color. 

4.4.1 Throwing and Sticking. For our core throwing interaction, 
we assess how well our custom-designed ball can stick to the over-
hanging surface at diferent speeds and angles. We show our setup 
and process in Figure 9 and results in Figure 10. We implemented a 
slingshot mechanism (Figure 9a) and varied the throwing speeds 
and direction by pulling down the rubber band at diferent distances 
and angles (Figure 9b). We flmed slow-motion videos to capture 

the time duration between launch and hit and calculated vertical 
speeds. The ceiling height was kept constant (45 cm above the 
slingshot) for all experiments. As the thrown ball travels quickly, 
we computed the average vertical speed by dividing the vertical 
distance by the time duration. We then calculated the average total 
speed based on the vertical speed and angle using trigonometry. We 
visualized the success rate for each angle and speed combination 
in the heatmap in Figure 10 where each cell represents the success 
rate for a minimum of 20 trials. We outlined the area of the heatmap 
that shows the optimal range for the sticking performance of our 
ball prototype. In general, the success rate is higher when the throw 
is closer to the vertical direction (90°). Within each angle, throwing 
the ball too fast would introduce big impact that can cause the ball 
to bounce back from the overhanging surface, resulting in a failure 
in sticking and reduced success rates. It can be learned from our 
result that as long as the ball reaches the ceiling, slower throws 
stick better than faster throws. Close-to-vertical throws (90° and 
80°) are more tolerant to fast throws than throwing at a smaller 
angle (70° and 60°). Future work should continue to iterate on de-
signing thrown objects that stick more robustly for higher speeds 
and shallower angles to allow for the diverse throwing habits of 
users. 

Figure 11: (a) Both the robot’s starting location and the ball’s 
target location, which is projected, are randomized. (b) In this 
trial, the robot successfully pushed the ball to land within a 
radius range to the target area. 

4.4.2 Pushing Operation by Robots. As some scenarios require the 
object to be dropped at a diferent location from the sticking point, 
we evaluated the performance of the push operation where a robot 
pushed the ball from a random point A (where the robot starts) to 
a random point B (where the ball should land) on the overhanging 
surface, shown in Figure 11. 

Within the detection range on the overhanging surface, the robot 
started at a random point A, which can be interpreted as the prep 
position set for the pushing robot in the push operation mentioned 
in section 4.2.2. Since the pushing robot would always navigate 
to the opposite side of where the ball will be pushed to, the robot 
was also set to point its prong-side with a random orientation to-
ward a random point B, which is the target point where the ball 
would be pushed to. Among the 40 trials, the result showed a 100 % 
success rate of pushing the object to a certain amount (meaning it 
never failed to push). Among them, with 92.5 % of the trials, the 
object reached within a diameter range (4 cm) to the destination, 
and 62.5 % reached within a radius range (2 cm) to the destination. 
Those that were out of the diameter range were also close to get-
ting to the destination within 8 cm. In the pushing evaluation, the 
largest distance between point A and point B was 64 cm and the 
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smallest distance was 9 cm, and there was no noticeable trend that 
showed distance afected the pushing accuracy. If the robot misses 
pushing the object to the destination, the system will still be able to 
precisely detect the ball and drop it to the users later. Our current 
robot gradually decreases its speed as it approaches the pushed 
location. For potential usages that might require the precision of the 
dropping location, the relationship between the object size and the 
angle between prongs can be further investigated. Building on our 
current shell design, future work can also make the shell smaller 
by retaining the elements of prongs and a wedge and varying the 
length of the prongs and the tilt of the wedge. 

4.4.3 Dropping Operation by Robots. Finally, we assessed the suc-
cess rate of the drop operation enabled by the mechanical shell 
design on our robots. In order to test the mechanical design of the 
toio shell, we placed the ball at a designated spot on the overhanging 
surface. Then the two robots would travel from their randomized 
initial positions to drop the object. Our result showed a 100 % of suc-
cess rate for dropping with 40 times of trials. These results showed 
the robustness of our mechanical shell designs for performing the 
operations. 

5 APPLICATION 
To demonstrate the capability of ThrowIO, we present its applica-
tions with our prototypical implementation. 

Figure 12: Kinesthetic Learning Application – (a) A user at-
tempts to throw an object following the target trajectory on 
the monitor screen, but (b) the actual trajectory is a little of. 

5.1 Kinesthetic Learning 
In the kinesthetic learning application, we demonstrate how ThrowIO 
could help users learn the ideal way to throw a ball. As shown in 
Figure 12a, an ideal throwing trajectory that users have to follow 
will be displayed on the vertical screen. A user will aim at this 
trajectory by iteratively throwing the objects, shown in Figure 12b. 
As for the advantage of using the digital display, the time can be 
slowed down so that users can better understand whether their 
thrown objects are following the right path to improve their throw-
ing action. Then, users can also practice catching when the objects 
drop which could be useful for juggling training or rehabilitation. 
While this application demonstrates the frst instance of how a 
throwing ball can transition between the physical and the virtual 
worlds to enable novel kinesthetic experiences (building on top of 
[39]), some technical limitations should be addressed in the future 
to improve the experience. For example, the system should refect 

the 3D depth of the ball on the vertical monitor and replicate a 
range of angles and speeds for dropping the physical ball. 

5.2 Gaming 
With the vertical screen, we demonstrate two gaming applications 
of ThrowIO: Basketball and UFO. 

In the basketball game, users can play a basketball-hooping game 
where players attempt to throw balls in the hoop on the screen (see 
Figure 13). If users throw the ball at a suitable speed and direction, 
they will be able to shoot the ball into the hoop, and the next ball 
will be dropped from the virtual ball feeder on the right-hand side 
of the screen, accompanied by the actual ball dropping at the same 
location and at a proper time. This game demonstrates a unique 
expression to convey the existence of multiple balls in the basket, 
while, in reality, the experience is handled by only a single physical 
ball, facilitated by the robot pushing and dropping. 

Figure 13: Basketball Game Application – A user attempts to 
throw a ball into a basket in a basketball game that blends 
real-world motion with an extended display. 

The UFO game demonstrates another “throw at target” gaming 
experience, but with moving targets and virtually exploding balls. 
As depicted in Figure 14, users throw a ball to hit a fying UFO on 
the screen. Once the ball sticks to the overhanging surface, the ball 
transitions into the virtual screen as a cannon to hit the UFO. The 
virtual cannon is designed to self-explode if it does not hit the UFO. 
After the cannon hits the UFO or explodes by itself, a new cannon 
will be fed to the user from a random position, so users have to 
catch it by seeing the cannon’s trajectory on the screen. 

While ThrowIO has technical challenges in not sticking well to 
the surface depending on the throwing speed and angle (as studied 
in section 4.4.1), this application demonstrates how the content 
design could mitigate this limitation by encouraging users to throw 
the ball again in an appropriate way. For example, after a user 
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throws the ball too fast, resulting in it not sticking to the surface, 
the system detects the ball speed and displays a message on the 
screen saying, “Nice Try! Try throwing SLOWER!" 

Figure 14: UFO Shooting Game Application – A user attempts 
to shoot a cannon to hit the UFO in an extended display. 

Figure 15: Immersive Haptic Experience Application for fruit-
picking experience – (a) The user has a companion bird for 
orange-picking. (b) The projected orange disappears after 
the bird’s pecking while an actual ball is dropped out of the 
projected screen by robots. (c) When the bird falls asleep, the 
user throws the ball back at the bird to wake it up. (d) Now 
the bird is dropping another orange, reusing the thrown ball 
which is pushed by robots to the next orange’s position. 

5.3 Immersive Haptic Experience 
ThrowIO can be applied to ofer immersive haptic experiences 
through the use of the overhanging projection. Users could interact 
with items in the projected digital environment such as picking 
fruit, catching a baseball, dodging raindrops, or tossing a pizza 
mediated by ThrowIO’s thrown objects. As shown in Figure 15, we 
illustrate this application to provide an orange-picking experience. 
In this experience, a user is invited to an orange tree orchard, as 
the projector screen depicts a view under the orange tree. With this 
setup, we developed a narrative that a projected lazy white bird is 
the user’s orange-picking companion, shown in Figure 15a. After 
the bird fies to an orange and pecks for a bit, shown in Figure 15b, 
the orange will be dropped out of the screen for the user to catch. 
If the bird falls asleep, as in Figure 15c, the user has to wake it up 
by throwing a ball at it so that the bird would continue dropping 
oranges. As the bird fies to the next orange, the same thrown ball 
that was used to wake up the bird is pushed by robots to the location 
of the next orange that the bird is dropping (Figure 15d). When 
the orange is dropped in this haptic experience, an actual ball at 
the orange’s location is dropped by the wheeled robots, showing 
that the orange has fallen from the screen to the real world. In this 
way, users could feel a strong immersion into a digitally created 
experience due to the dropping of physical objects in ThrowIO. 

Figure 16: Ceiling Storage Application – (a) Users can attach 
items, such as a key, to the thrown object and store them to 
the ceiling by throwing. The wheeled robots will (b) push out 
the items to a location that is right above the users’ hand and 
(c) drop them to the users. 
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5.4 Ceiling Storage 
ThrowIO can also be applied in organizing room environments, for 
example, by storing and organizing objects on the ceiling. Users 
can throw items to be organized on an overhanging surface and 
store them with the help of robots. Figure 16 shows how a user 
can store and retrieve a key. Users can throw a key, attached to 
a magnetic ball, to the ceiling for storage. A robot will then push 
the sticking objects to a ceiling shelf to store the key. When the 
user needs to retrieve the stored item, they can just put their hand 
out under the overhanging surface. The system will track the hand 
position and detect where the objects are stored. Then, one robot 
will push the objects out from the ceiling shelf to the user’s hand 
position. The other robot would come from the opposite direction 
and converge onto the pushing robot to drop the object even if the 
camera is occluded by the user’s hand. We also design the system 
while keeping user fatigue mitigation in mind. Users can just briefy 
put their hand in the camera view to activate the robots’ action in 
retrieving an object and don’t need to constantly hold their hand 
while waiting for the robot to travel to the drop location. With 
this application, we propose that future everyday spaces can use 
catching and throwing interactions to store and retrieve items on 
an overhanging surface supported by mobile robots. 

5.5 Communication 
Lastly, we demonstrate applications in both remote and in-person 
communications that facilitate human-to-human communication 
via spatially actuated objects. 

For two remote users, they can each have the ThrowIO system 
and interact with each other by throwing and catching the ball 
while having their image projected on the overhanging surface 
or the monitor, shown in Figure 17. For example, a long-distance 
couple can throw and catch a heart-shaped object with each other 
while lying on their beds and having their faces projected on the 
overhanging ceiling. The thrown physical objects become a medium 
for the users to feel the other’s presence, which is stronger than only 
seeing them on a digital screen. While employing Actuated TUIs 
for remote communication is a classic topic in HCI [11], ThrowIO 
contributes to it by incorporating throwing and catching spatial 
interaction. 

For in-person communication, subtle interaction, defned as “pro-
viding input to, or receiving output from systems without being ob-
served” [4], can be facilitated by ThrowIO. In certain social contexts, 
it may be disruptive and disrespectful to interrupt a group activity 
such as talking to another classmate while listening to a teacher’s 
lecture [10]. Our proof-of-concept prototype demonstrates a user 
scenario where two people can subtly communicate under a table 
via tangible objects, while not distracting others or breaking the 
fow of an ongoing conversation. In Figure 18, we show that two 
users pass a pen under the table in a setting where a presenter is fo-
cused on giving a presentation. Through this application, we show 
how ThrowIO facilitates subtle interaction by utilizing under-table 
surfaces to push and drop objects onto another person’s lap. While 
our demonstration used a rather small table, limited by the height-
changing table we have employed for our paper, this application 
should be much more efective and useful with a larger table on 
which it is more difcult for people to hand objects. Our system 

can technically scale up to 12 (3 x 4: 126 cm x 120 cm dimensions) 
A3-sized toio mats, and the Kinect camera can also be equipped 
with a wide angle lens to increase the camera view for detection. 

Figure 17: Remote Communication Application – A remote 
user can interact with another user by throwing and catching 
a heart object through our system while having their image 
projected on the overhanging surface. 

Figure 18: In-Person Communication Application – (a) A 
person is passing a pen under the table while hoping not to 
distract the presenter. (b) The wheeled robots push and (c) 
drop the pen to another person (d) so she could use the pen. 
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6 USER STUDY 
To understand the general usability of ThrowIO, we conducted a 
user study on our proof-of-concept prototype. The primary goals 
of our study are to understand the capability and limitations of 
our current system, and observe how people interact and perceive 
our system in diferent applications of ThrowIO. To achieve these 
goals, we asked participants to complete three tasks that are each 
part of the three applications of ThrowIO: Gaming, Immersive Hap-
tic Experience, and Ceiling Storage. After participants interacted 
with one task, they were followed up by a short interview about 
their experience. Once they fnished all three tasks, they were in-
terviewed based on their overall experience. During the study, the 
order of the tasks was randomized for each participant, and the 
participant’s interaction was recorded. The study protocol was 
approved by the Institutional Review Board at the University of 
Chicago (IRB22-1743). 

6.1 Participants 
We recruited a total of 16 participants who are afliated with our 
institution via direct recruitment, fyers, and internal social media. 
13 of them identify themselves as male and 3 of them as female. 
Participants’ age ranges from 18 to 22 (� = 22.00, �� = 2.73). 

6.2 Tasks 
We asked participants to complete three tasks, namely, UFO, Orange, 
and Storage. Each task is related to one application of ThrowIO, 
introduced in section 5. 

UFO is a task related to the UFO shooting game application 
mentioned in section 5.2. In this task, participants were told that 
they had fve attempts to throw the object onto the overhanging 
surface which will then transfer into the screen as a virtual cannon. 
The task was to hit the UFO shown on the monitor with the cannon 
(see Figure 19 a). Regardless of whether the participant hit the UFO 
with the cannon, a new cannon would appear and drop to a random 
position onto the bottom of the screen, followed by the dropping of 
the actual object at the same time and location. Participants were 
asked to catch the object when it was dropped. 

Orange is a task that is part of the immersive haptic experience 
application. In this task, participants were asked to experience an 
orange-picking immersive story mentioned in section 5.3. They 
would be throwing an object to wake their bird companion up 
and catch the orange dropped by the bird twice (see Figure 19 
c). In order to wake their bird companion up, participants were 
asked to throw and stick the object to where the bird was projected 
on the overhanging surface. Then, the bird would wake up and 
fy to drop one orange from the tree on the projected screen. As 
the orange dropped and disappeared from the screen, the thrown 
object would also be dropped at the same time and location back to 
the participants who were also asked to catch it. To increase the 
immersion of the story, we asked participants to throw a white ball 
such that the projection of an orange could be layered on top of the 
ball. Since the ball’s color may be hard to track in this application, 
the experimenter would use the mouse to click on the camera screen 
to indicate where the ball was in the system. 

Storage is the remaining task associated with the ceiling storage 
application in section 5.4. In this task, participants were asked to 

Figure 19: Tasks in the User Study – (a) UFO: a participant 
successfully throws and sticks the object to the overhanging 
ceiling and the object transitions into a virtual cannon to 
hit the fying UFO. (b) Storage: a participant catches the ball 
attached with a key. (c) Orange: a participant tries to catch 
the orange dropped by the bird. 

throw an object attached with a key to the overhanging surface 
for storage and then retrieve the items by putting their hand out 
under the overhanging surface twice (see Figure 19 b). During the 
interaction, participants were asked throw and stick items to the 
right side of the overhanging ceiling so that the robot can store and 
push them to the storage area on the left side. To retrieve the items, 
participants were asked to put their hands out to the area under 
the right side of the overhanging ceiling which is where the robots 
would drop the items back to the participants. 

Throughout the user study, participants were not able to control 
the difculty of the interaction in each task. The only confounding 
factor in the user study was in the UFO task where the height of the 
overhanging ceiling was adjusted to a height near the participants’ 
eyes, so they could better see the ball transition from the over-
hanging surface to the vertical screen and vice versa. The height of 
the overhanging surface for the other two tasks and the practice 
session was fxed at 188 cm from the foor, which was above all 
participants’ heads. 

6.3 Study Protocol 
The user study was conducted in a room at our institution. Once 
the participants were introduced to the overall study fow, they 
were prompted to sign a consent form to agree to participate in the 
study and agree to be video-recorded. The participants were frst 
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Figure 20: (a) Participant’s Experience Rating: Participants rated each task on how easy, enjoyable, intuitive, and useful the 
system was on a scale from 1 to 5. Error bars depict one standard error from the mean. (b) Participant’s Favorite Task: 6 
participants liked UFO the most, 4 liked Orange, and 6 liked Storage. (c) Participant’s Favorite Graphical Augmentation: 11 
participants preferred the projector’s screen, 1 preferred the monitor’s vertical display, and 4 are neutral to both. 

introduced to our system and practiced throwing an object to the 
overhanging surface and catching the object dropped by the robots 
10 times so they could familiarize themselves with the throwing 
and catching interaction with the system before each task. After 
practicing, they then interacted with one of the tasks (i.e., UFO, 
Orange, Storage) in random order. As soon as the participants com-
pleted their interaction with one task, they were briefy interviewed 
on their experience pertaining to how easy, enjoyable, intuitive, 
and useful the system was on a scale from 1 to 5 and why they 
gave such a rating. These interview questions were verbally asked 
by the experimenter to the participants, and their responses were 
recorded by the camera. When the participants completed all three 
tasks, they were interviewed with questions regarding their overall 
experience with the system such as their favorite task, suggested 
improvements, thoughts of surface height and diferent graphical 
augmentations (e.g., monitor/projection). Once the participants 
were done with the fnal interview, the experimenter would pull up 
a laptop showing a demographic survey and ask the participants to 
fll it up, concluding the user study. The user study took 30 minutes 
to complete, and participants were compensated with $10 Amazon 
Gift Card. 

6.4 Results and Discussion 
We collected quantitative responses from the interview in terms 
of how easy, enjoyable, intuitive, and useful the system was in 
each task, presented in Figure 20a. Participants’ favorite task and 
preferred method of graphical augmentation were illustrated in 
Figure 20b and Figure 20c, respectively. Participants’ performance 
in throwing and catching with our system was also summarized in 
Table 1. Finally, participants’ responses during the interview were 
all recorded to analyze how they perceived and interacted with our 
system. 

6.4.1 Overall Experience. For the overall experience, participants 
provided much positive feedback, such as “it is pretty interesting and 
straightforward,” “it is a really cool and innovative system,” and “the 

Measure Throw Success Rate (%) Catch Success Rate (%) 
Practice � = 82.41 , �� = 15.41 � = 90.77 , �� = 15.71 
UFO � = 88.02 , �� = 13.58 � = 90.83 , �� = 19.15 

Orange � = 75.74 , �� = 27.04 � = 96.88 , �� = 12.50 
Storage � = 71.74 , �� = 24.69 � = 84.38 , �� = 30.10 
Overall � = 79.48 , �� = 21.43 � = 90.71 , �� = 20.47 

Table 1: Participants’ performance in throw success rate and 
catch success rate in the practice session, tasks, and the over-
all performance from the user study. The throw success rate 
is defned by the number of throws that successfully stick 
to the overhanging surface divided by the number of total 
throws, and the catch success rate is defned by the num-
ber of catches in which participants successfully caught the 
dropped object divided by the number of total catches. 

throwing and catching mechanics in the system were fun to interact” 
when they experienced the tasks with our ThrowIO system. One 
participant mentioned “it is defnitely something that I do not have 
much experience with, and it is interesting to see how robots and these 
user interfaces can enhance the experience.” Another participant 
mentioned “I thought it was a pretty cool concept translating like a 
real-life object into a virtual thing.” These responses suggested users 
can positively accept ThrowIO, and its features could potentially 
provide more novel spatial interaction and augment even more 
experiences. 

Favorite Task: In terms of the favorite task (see Figure 20b), 
6 participants (37.5 %) liked the UFO task, as they mentioned it 
was “the most fun and interactive” and it was “interesting to see 
physical objects translate into the virtual world.” The UFO task was 
rated 4.00 for how enjoyable the system was, which is as high 
as the enjoyable rating for the Orange task and slightly higher 
than 3.94 for the Storage task (see Figure 20a). 4 participants (25 %) 
liked the Orange task, as they noted it was “easy, intuitive, and has 
many elements of fun.” The Orange task was scored 4.13 for how 
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easy the system was, which is the highest compared to 3.50 in the 
UFO task and 3.43 in the Storage task. Similarly, the Orange task 
was also rated the highest for intuitiveness with a score of 4.63 
compared to 4.19 in the UFO task and 4.25 in the Storage task. 6 
participants (37.5 %) liked Storage task because they mentioned it 
was the most “practical,” especially at “utilizing unused space.” The 
Storage task was also rated 3.94 in the usefulness of the system, 
which is the highest compared to 3.81 in the UFO task and 3.56 
in Orange task. The fact that participants did not skew to like the 
same task implies that ThrowIO is successful at demonstrating 
many diferent applications with various experiences. 

Graphical Augmentation: Participants also mentioned that 
both graphical augmentations were “helpful” for them to interact 
with the system, as a participant commented “both displays provide 
a user interface to give context, and they are pretty fuid at refecting 
my actions.” Another participant mentioned that “after the cannon 
falls out of the frame, then I know the ball is about to drop.” Between 
the two graphical augmentations, 11 participants (68.75 %) preferred 
the projector’s screen because they mentioned they were “directly 
throwing at a graphical target, so it is more immersive and realistic.” 
Only 1 participant (6.25 %) liked the vertical monitor display because 
the “monitor is easy to see the ball trajectory after you throw directly 
under it, which makes a lot of sense.” 4 participants were neutral 
to both graphical illustrations (see Figure 20c). From participant’s 
feedback, graphical augmentation is viewed positively to enhance 
the throwing and catching experience in the system. 

Room For Improvements: Participants also pointed out some 
critiques about the system, which mainly centered around the de-
sign of the ball and occasional glitches from the robots. Some partici-
pants mentioned that the ball does not stick well to the overhanging 
surface, as one participant brought up “the ball can’t always stick.” 
This limitation may have lowered participants’ throwing success 
rate with our system. In Table 1, we summarized the participant’s 
averaged throwing and catching success rates in the practice ses-
sion, tasks, and overall interaction. We found that the participant’s 
overall averaged throwing success rate is 79.48 % (�� = 21.43 %), 
and averaged catching success rate is 90.71 % (�� = 20.47 %). We 
also found that participants had the highest throwing success rate 
in the UFO task (� = 88.02 %, �� = 13.58 %) probably because the 
height was lower, so it was easier to throw compared to the other 
tasks. Participants in the Storage task had the lowest throwing suc-
cess rate (� = 71.74 %, �� = 24.69 %) likely due to the attached key 
onto the thrown object afecting the throwing experience. Other 
participants commented that they noticed glitches in the robot’s 
movement. One participant commented “robots are sometimes lag-
ging,” which was likely due to the user behavior of accidentally 
occluding the Kinect camera when it tries to track the object posi-
tion, revealing a disadvantage of the current tracking system being 
unable to smoothly handle hand occlusion. These shortages in our 
system should be addressed in future work of ThrowIO. 

Finally, participants also suggested some improvements to the 
current system to convey more information about the system. One 
participant mentioned “it will be nice if there are cues that show 
me whether the ball is detected or not, like a sound or light from the 
robots.” Another participant suggested that “the robots can take in 
the ball and spit it out when you need to drop it, making the ball look 

like two diferent objects.” These suggestions can be considered for 
future work as well. 

6.4.2 Task Specific Experience. UFO: After experiencing the UFO 
game, participants commented that the system was “easy” and “in-
teresting.” One participant mentioned “it is entertaining as a multi-
model game combining physical stuf and digital screen,” and another 
mentioned “it can be further applied as games in arcades.” A partici-
pant said “with this idea, you can bridge the physical world and the 
virtual world with a seamless kind of transition.” Participants also 
stated the interaction with the system was “intuitive” and “straight-
forward” as a one mentioned “it is very self-explanatory and the 
mapping for the physical ball to the digital display ball is very ac-
curate.” However, some participants commented that the mapping 
from a ceiling surface to a 2D screen was “unconventional” com-
pared to directly interacting with things in the virtual display in the 
Orange task. This suggests that future work on the gaming applica-
tion should consider mitigating the efect of context-switching. 

Orange: From the Orange task, participants commented the 
system was “immersive” at prompting users to interact with an 
ongoing story. One participant commented “the tangible aspect of 
throwing something to interact with the screen is stronger than just 
watching a video.” Participants also considered that the interaction 
with the system was “smooth” and “easy to follow.” A participant 
noted “it is pretty simple and straightforward as you just throw at 
the bird and it will get motivated.” Another participant brought up 
that the immersive haptic experience application of ThrowIO “can 
be used for interactive museum displays in the future.” 

Storage: In the Storage task, participants mentioned that the 
system was “useful” as it was a “convenient and efcient design” that 
opens new areas to store items. One participant mentioned “it opens 
up additional ways to store things that we conventionally wouldn’t be 
able to take advantage of.” Participants also commented the system 
was “easy” to use. One participant commented “it is pretty straight-
forward and there wasn’t much of a learning curve.” We interpret the 
participant meant the storage task was straightforward to use even 
though the thrown objects don’t stick all the time. Another par-
ticipant mentioned “all the actions make sense, for example, raising 
your hand to retrieve the items is skeuomorphic.” Participants also 
envisioned how the storage application of ThrowIO can be used in 
the future, as one mentioned “I would also use [ThrowIO] to store 
other household items such as a rag next to my fridge.” 

6.5 Summary 
The user study results have generally shown that the throwing and 
catching application scenarios enabled by ThrowIO were positively 
accepted by the users for their usability, enjoyment, intuitiveness, 
as well as usefulness. Future work should continue building on top 
of the positive features (e.g., allowing physical objects to transition 
in and out of the virtual spaces) and incorporate the improvement 
suggestions from the participants (e.g., showing visual cues to in-
dicate the state of the system). We will be detailing the informed 
future work in section 7. 

7 LIMITATIONS AND FUTURE WORK 
The exploration and study in our paper reveal a range of limitations 
and future research opportunities. 
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7.1 Scalability for Overhanging Surfaces and the 
Number of Robots 

Our current prototype utilizes a height-adjustable desk with a 
modifcation to its underneath surface. We envision the future 
of ThrowIO to be deployed into everyday surfaces such as a room’s 
ceiling, dining tables, shelf surfaces, etc. Even beyond overhanging 
surfaces, we also see interesting opportunities in deploying the 
system on vertical surfaces such as walls and windows. Together, 
the overhanging and vertical ferromagnetic surfaces allow users 
to expand the usage of underused surfaces to facilitate throwing 
and catching spatial interactions. Towards such deployability, the 
current system’s scalability challenge has to be addressed, which 
is now limited by the size of toio mat for tracking. Scalable local-
ization techniques, such as computer vision with external sensors, 
could be further developed to address this limitation. 

While this paper explored developing ThrowIO with two robots 
as a proof-of-concept system, incorporating more robots is another 
scalability challenge in the future. By increasing the number of 
robots, the system should handle multiple objects simultaneously 
to move and drop, and resolve the latency issue to drop multiple 
objects in a sequence. To control multiple robots, we need to incor-
porate advanced control algorithms for path planning that we could 
address by applying prior research in multi-agent path-fnding [54]. 

7.2 Hardware Updates for Improving the 
Robustness and Versatility 

Various aspects of the hardware could be addressed in the future 
to improve the experience in ThrowIO. Firstly, the design of the 
thrown objects could be further explored to improve the sticking 
performance. Currently, we use rigid balls, as our technical valida-
tion reveals in Figure 10 that the ball doesn’t always stick to the 
ferromagnetic surface under certain speeds and angles. One poten-
tial future improvement is to utilize bean-bag balls so that more 
surface area can stick to the overhanging surface, possibly improv-
ing the sticking rate. Our technical evaluation also informs us to 
use softer and more damping materials to wrap around the thrown 
object to mitigate the impact and create more contact area when 
the object hits the overhanging surface. Other uniquely shaped 
objects or larger objects could be explored for future ThrowIO sys-
tems, such as diferent kinds of juggling props, which will require 
further designs for the sticking mechanism. Future work can also 
rely on simulation tools to fnd the optimal number and strength 
of magnets to be embedded on the thrown object given its shape 
and weight. 

Another hardware improvement for future work is in the robot 
design. The current dropping mechanism is using robots to perform 
free drops using gravity, which cannot variably control the speed 
and angle of dropping. Future robots could be incorporated with 
additional actuation mechanisms to vary such object-dropping pa-
rameters. These features could better replicate the object’s thrown 
trajectory with balls dropping in variable speeds and angles for the 
immersive experience or motor skill training. Additionally, other as-
pects of the robot hardware could be improved such as by reducing 
the size of the robot and increasing the speed of motion. 

7.3 Object Tracking 
Our implementation utilizes an RGB camera to perform color-based 
object tracking of the thrown object. We see limitations in our track-
ing technique related to the visibility of the thrown object in less 
illuminated spaces, in instances where there is less diferentiation 
between the objects and the background, and in the tracking of mul-
tiple thrown objects at the same time. Future work can implement 
a diferent object-tracking technique, such as Infrared (IR) object 
detection, for a more robust object detection mechanism. Addition-
ally, as our camera is mounted beneath the interaction surface (as 
in Figure 6a), our tracking system had to take hand occlusions into 
account, as we did for our storage application. Future systems could 
incorporate a multi-camera tracking system 8 to resolve occlusion 
problems. 

7.4 Safety Concerns and Handling of Sticking 
Failures 

As the system physically drops objects from ceilings, safety can be 
a concern that the future designer around ThrowIO has to consider. 
For example, objects that can be dangerous to drop (e.g., sharp, 
fragile objects) could be protected by enclosing them in cushioning 
material to avoid the object breaking and injuring the users. As 
for our current developed system, participants never got hurt in 
our user study, even with the key for the storage application. Also, 
during the user study, the robots sometimes dropped to a hard 
surface foor by accident, but they never broke due to the robustness 
of toio robots. 

As there are technical limitations for the objects not sticking to 
the ceiling after being thrown by users at too fast/slow of a speed (as 
depicted in Figure 10), future content designers of ThrowIO should 
design applications to mitigate failures, for example, to encourage 
users to throw objects again with an appropriate throwing speed. 

7.5 Further Understanding Interaction with 
ThrowIO 

Further user studies could inspect how users with diferent heights, 
gender, and throwing and catching skill levels utilize ThrowIO in 
everyday environments and daily use scenarios. In such conditions, 
we could access other usability aspects in the long term, for exam-
ple, fatigue and exertion. These user studies can also examine other 
independent variables such as throwing and catching angles or the 
weight of the thrown object and investigate how users perceive 
their interaction with ThrowIO. Furthermore, broader technical 
validation could be conducted to explore the performance and us-
ability of other types of thrown objects with diferent shapes and 
material properties. 

8 CONCLUSION 
ThrowIO facilitates throwing and catching spatial tangible interac-
tion for users via mobile wheeled robots on overhanging surfaces. 
The design of ThrowIO allows a breadth of novel applications in-
cluding kinesthetic learning, gaming, immersive haptic experience, 
ceiling storage, and communication. To ofer a smoother user expe-
rience, ThrowIO should address its limitation in future work and 

8https://optitrack.com/ 
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attempts to scale up its size by enabling more users to throw and 
catch multiple objects at the same time. We hope this paper opens 
up a new direction on how users can spatially interact with physical 
objects via throwing and catching to enrich the future of our spatial 
user experience in everyday physical space. 
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